Developing Machine Learning Algorithms to Access Bedrock and Internal Layers in Polar Radar Imagery  


Abstract
I proposed to develop machine learning techniques for addressing the complexity of identifying bedrock and internal layers in deternded polar radar imagery. An automated method, which posed bedrock and surface boundaries as a probabilistic inference problem, was developed as outlined for the first funded year. In this approach, a Markov-Chain Monte Carlo was used to sample the joint distribution of all possible layers conditioned on an echogram. Layer boundaries were estimated from the expectation of this distribution, and confidence intervals were determined from the variance of samples. The statistical graphical model was evaluated on 560 echograms collected in Antarctica and compared to a similar automated technique with respect to hand-labeled echograms; this work is currently being reviewed at the International Conference on Image Processing (ICIP) 2014.
Introduction
Projections of global sea level rise critically depend on reliable mass balance estimates of the polar ice sheets. Recent satellite observations show rapid thinning of ice sheet margins, speed-up of several outlet glaciers in Greenland, the disintegration of ice shelves in West Antarctica, and the speed-up of glaciers buttressed by the disintegrated ice shelves. In order to better understand the processes causing the speed-up and disintegration of ice shelves, we must first determine the bedrock and internal layers in polar radar imagery. The current analysis method uses custom software for manually hand selecting bedrock and internal layers; this task is tedious and time - consuming to be performed efficiently and consistently. Additionally, it is a common practice to skip many measurements, which are geographically near other sections and interpolate between them. The Center for Remote Sensing of Ice Sheets (CReSIS), a Science and Technology Center established by the National Science Foundation, has developed radars for use on the NASA DC-8 and P3 aircrafts to sound and image ice sheet margins including outlet glaciers. These radars have collected much needed data to generate detailed bedrock and internal layer maps, but with thousands of radar images acquired from the past and many more to be obtained in the future, a manual approach is not practical due to the necessity of scientific discovery.

[bookmark: _GoBack]In order to estimate surface and bedrock properties, layer identification was posed as an inference problem on a statistical graphical model. The probabilistic framework allowed for multiple sources of evidence to be integrated in determining layer boundary estimates. Although this work capitalizes on efforts from Crandall et al [1], several important contributions improved both accuracy and utility. For instance, a Gibbs sampler [2], which is a Markov Chain Monte Carlo algorithm for generating samples from a distribution without requiring the ability to either directly sample or know its form, was used to perform inference instead of dynamic programming; this allowed to strengthen the underlying model and solve for layer boundaries simultaneously, yielding automatic layer detection significantly better. Also, the Gibbs sampler produced explicit confidence intervals, thus providing bands of uncertainty in the layer boundary locations. Since noise and ambiguity in radar echograms are inevitable, this ability to determine confidence for ice interfaces could be critical when incorporated into climate models. 
Results
Figure 1 shows a sample of results from three echograms [3], including the confidence interval and associated ground truth. Accuracy was measured by viewing the ground truth and estimated layer boundaries as 1D signals and computing the mean absolute deviation (in pixels). Two summary statistics were used: mean column-wise absolute error and the median of column-wise mean absolute error. The first measures how well predicted layers compare with ground truth echograms, allowing columns within an echogram to be uncorrelated, while the later metric recognizes how a high error in one column can be highly correlated with the error in the remaining columns from a per-image perspective. From both metrics, the automated method outperformed [1] significantly, by decreasing the error rate approximately 44.3% for surface and 48.3% for bedrock boundaries. 
Confidence intervals were determined by computing the percentage of ground truth layer points, contained within an estimated interval. Surface and bedrock boundaries are within 94.7% and 78.1% of confidence intervals, respectively, for an overall percentage of 86.4%; since this number is close to but less than 95%, it reflects how the statistical graphical framework is a good, but not perfect model for determining layer boundaries.
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Figure 1: (Left) Estimated bedrock and surface boundaries with 95% confidence interfaces and (Right) associated ground-truth. 

Next Year Activities 
As proposed in the research schedule, year two will focus on automatically estimating internal layers from polar radar imagery. The search space for all possible layer configurations would be large and may have many local minima. I intend to extend the work presented in this renewal proposal to use a reversible jump Markov Chain Monte Carlo (RJMCMC) [4] sampling technique to search for the global optimal. 
Summary
An automated approach for estimating layer boundaries was developed and demonstrated improved accuracy from an existing, automated method and characterized uncertainty of layer boundaries by calculating confidence intervals This would ultimately unburden domain experts from selecting incorrect ice interfaces and from the task of sparse hand selection. By providing domain software to the polar science community, ice thickness and accumulation rate information can be readily processed to determine the contribution of global climate change on sea level rise.
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Updated Research Schedule/Anticipated Milestones
The proposal represents a coherent PhD research program lasting three years. This proposal is to fund second year of full program.
Year 1: Develop automated features for classifying bedrock layer using machine learning techniques. (Completed)
Year 2: Develop automated features for classifying internal layer using machine learning techniques.
Year 3: Refine techniques, Publish in a peer reviewed publication, and provide software to the polar science community.
The development of machine learning algorithms for identifying bedrock and internal layers will be in fulfillment of a Doctor of Philosophy in Computer Science at Indiana University - Bloomington. I have started and expect to complete my doctoral degree in Fall 2013 and Spring 2015, respectively.
I have completed core graduate coursework and have the necessary background in machine learning and computer vision to complete my research goals. I have passed my qualifying exam but will postpone the comprehensive exam for the end of Fall 2014.
After completing my doctoral study, I plan to continue working in the areas of machine learning and computer vision with applications to radar remote sensing of the Earth.
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